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[bookmark: _Hlk514274591][bookmark: _Hlk520730635]1		Discussion
It is proposed to align clause 7.2 and clause 8.2 to follow the agreed solution categorization.
It also resolves editorial issues, e.g. "hanging paragraph", typos, etc. in clause 7.2.
References to the corresponding clauses in 7.2 are added to clause 8.2.

2	Proposal
It is proposed to modify TR 23.700-91 as follow.

*** Change 1 ***
[bookmark: _Toc54770435][bookmark: _Toc54779788][bookmark: _Toc54786748]7.2	Key Issue #2: Multiple NWDAF instances
Solutions #24 proposes an NWDAF distributed in an area to share its machine learning (ML) model or ML model parameters with other NWDAFs via Federated Learning. It is difficult to centralize all the raw data that are distributed in different areas, such as data privacy and security, however, Federated Learning could handle these issues, in which there is no need for raw data transferring. 
The Solution #24 could be used to define the Client/Server NWDAF Federated Learning capability registration and discovery, the Federated Learning concept/architecture definition. The proposed licensing mechanism is unclear and requires more work before it can be considered for the normative work. 
While, the services and its parameters of ML model provisioning or ML model update between the Server NWDAF and the Client NWDAF during the Federated Learning model training procedure that can realize the ML model or ML model parameters sharing between multiple NWDAF instances in phase of FL initialization and FL iteration, are up to the conclusion of the Key Issue #19. 
[bookmark: _Toc54770436][bookmark: _Toc54779789][bookmark: _Toc54786749]7.2.1	Solution categorisation
This clause lists all solutions mapped to solution #2 and provides an overview of key aspects of the solutions. The solutions are thereby categorized into different groups based on the aspects that they address.
Table 7.2.1.1 provides a list of key aspects described in the solutions, identifies the main Key Issue related to this particular aspect, and lists solutions that cover this aspect.
Table 7.2.1.1: Solutions introducing hierarchical NWDAF deployment
	Key aspect of the solution
	Addressing KI
	Suggestive solution mapping

	Data Collection / Data Collection Coordination Function, Data Storage Function
	KI#11
(see clause 7.11)
	Sol. #9, #15, #22, #35, #39

	Efficient data collection (without dedicated Function)
	KI#11
	Sol. #16, #18, #58

	Hierarchical NWDAF architecture with focus on interaction of NWDAFs (see Table 7.2.2-1)
	K#2
	Sol. #11, #16, #17, #18, #53

	Hierarchical NWDAF architecture with focus on Analytics / data aggregation (see Table 7.2.2-2)
	KI#2
	Sol. #10, #12, #14, #19, #21, #23, #60, #69

	Reselection Aspects (see Table 7.2.2-3)
	KI#2
	Sol. #10 (clause 6.10.2.4), #26, #57, #59

	Specific aspects of NWDAF interactions (see Table 7.2.2-4):

	Time coordination
	KI#2
	Sol. #13

	Abnormal Behaviour interactions
	KI#2
	Sol. #20

	Federated Learning, Trained ML model sharing 
	KI#2, KI#19
	Sol. #24, #56

	Exposing UE mobility analytics
	KI#2
	Sol. #25



[bookmark: _Toc54770437][bookmark: _Toc54779790][bookmark: _Toc54786750]7.2.2	Solution evaluation per category
7.2.2.1	Introduction
Solutions #9, #15, #22, #35, #39, and #58 assume a setup with multiple NWDAF instances, therefore are marked as related to Key Issue #2, while the solutions mainly concern introducing a functionality or new NF targeting efficient data collection, storage, and/or coordination. These solutions can be applied to any kind of multiple NWDAF deployment. The solutions should be discussed in detail as part of evaluation on Key Issue #11, and therefore are skipped in this evaluation on Key Issue #2 related aspects.
7.2.2.2	Multiple NWDAF architecture and Analytics aggregation
Table 7.2.2-1 lists solutions focusing on the interaction of NWDAFs in a hierarchical NWDAF architecture, in order to support collection and aggregation of data and/or Analytics at higher layer / Central NWDAFs:
-	Column "Architecture" indicates whether the solution assumes a distributed and/or hierarchical NWDAF architecture.
-	Column "Data collection and/or Analytics aggregation" indicates whether the solution targets collection and/or aggregation of data and/or Analytics.
-	Column "Impacts to NWDAF" indicates changes required to the NWDAF as specified in Rel-16.
-	Column "Impacts to NWDAF registration" indicates where the NWDAF registers (e.g. in NRF, UDM) its capabilities. This is in addition to "regular" NWDAF registration in NRF like any other NF. The column lists additional information registered for the NWDAF besides the information already specified in TS 23.288 [5].
-	Column "Impacts to other entities" lists impacts to other NFs than NWDAF and NRF.
NOTE 1:	The solutions use different terminology to indicate whether an NWDAF is on a higher / top / upper / 1st layer vs. lower / bottom / 2nd layer of the hierarchy, while other solutions use "central NWDAF" vs "distributed NWDAF". Table 7.2.2.2-1 tries to align the terminology used in the different solutions.
Table 7.2.2.2-1: Solutions focusing on the NWDAF interactions in hierarchical NWDAF architecture
	Sol#
	Architecture
	Data collection and/or Analytics Aggregation
	Impacts to NWDAF
	Impacts to NWDAF registration
	Impacts to other entities

	11
	Hierarchical (2 layers).

Low layer NWDAFs serve specific NFs.
	Top layer NWDAF collects and aggregates Analytics from distributed NWDAFs.
	Top layer NWDAF registers low layer NWDAFs and controls their cooperation.
	Top layer NWDAF registers in NRF.

Low layer NWDAF registers with top layer NWDAF or with NRF.
	

	16
	Hierarchical with dynamic NWDAF to hierarchy mapping.
	Higher layer NWDAF can perform data collection on behalf of lower layer NWDAFs if multiple NWDAF in lower layer need the data.
	Coordination for data collection using "local mapping mechanism".

DCCF functionality. See Note 1.

Expose collected data.

Maintain hierarchy information.
	NWDAFs query NRF to identify other NWDAFs in upper and lower layers.
	NWDAF service consumers subscribe to lower layer NWDAF. 

	17
	Hierarchicalwith dynamic NWDAF to hierarchy mapping.
	Higher layer NWDAF collects plain data (mode #1), aggregated data (mode #2), Analytics Output (mode #3), or a mix (mode #4).
	Expose collected data.

Aggregate Analytics.
	NRF is extended to identify the lowest possible NWDAF in the hierarchy matching the consumer request.
	

	18
	Hierarchicalwith dynamic NWDAF to hierarchy mapping.
	Higher layer NWDAF may obtain data from lower layer NWDAFs if data is already collected in lower layer NWDAFs.
	Coordination for data collection using "local mapping mechanism".

DCCF functionality. See Note 2.

Expose collected data.

Maintain hierarchy information.
	NWDAFs query NRF to identify other NWDAFs in upper and lower levels.
	NWDAF service consumers subscribe to top layer NWDAF.

	53
	Distributed or hierarchical.
	Option 1: Central NWDAF collects analytics and/or data from distributed NWDAFs.

Option 2: Distributed NWDAFs cooperate with each other.

See note y.
	Exchange profile, load information with other NWDAF.

Transfer analytics data and collected data.
	
	

	NOTE 1:	The aspect of "DCCF" is proposed to be studied in clause 7.11.
NOTE 2:	The solution introduces a hierarchical vs. distributed NWDAF architecture, while it does not provide details on the coordination among NWDAF instances.



Table 7.2.2.2-2 lists solutions that are focusing on the Analytics / data aggregation in a hierarchical NWDAF architecture.  In these solutions, some of the NWDAFs in one network may be providing the same type of analytics, and so may help each other for e.g. specific analytics for specific target UEs or specific analytics for specific area of interest. Thereby, e.g., a Central/ Higher NWDAF may aggregate analytics per analytics ID from lower layer / distributed NWDAFs, each covering specific TAs out of the area of interest for the NWDAF service consumer.
NOTE 2:	In the solutions referring to Central vs. distributed NWDAFs, a Central NWDAF can be "the distributed NWDAF" in another Central NWDAF – distributed NWDAF relationship, therefore, the number of layers in the hierarchy is not limited to 2 layers.
Table 7.2.2.2-2: Solutions focusing on Analytics / data aggregation in hierarchical NWDAF architecture
	Sol#
	Architecture
	Data collection and/or Analytics Aggregation
	Impacts to NWDAF
	Impacts to NWDAF registration
	Impacts to other entities

	10
	Distributed or hierarchical.
	Central/distributed NWDAF collects and aggregates Analytics and related metadata from distributed NWDAFs.

Works with and without DCCF.
	Add Analytics ID/request for UE related Analytics in request to DCCF.

Distr. NWDAF is close to data source and may purge data/statistics if subscription is terminated.

Central NWDAF may collect data/analytics for longer time.
	Additional registration in UDM for UE related Analytics
(registration includes UE IDs it is serving).

Enhanced Nudm_UECM procedure.
	NWDAF service consumer: discover NWDAF serving a UE.

PCF: Extend Npcf_AMPolicy Control and Npcf_SMPolicyControl.

AMF + SMF: Report NWDAF serving the UE to the PCF.

	12
	Hierarchical.

Low layer NWDAFs are co-located with NF.
	Higher layer NWDAF collects and aggregates Analytics from lower layer NWDAFs.
	Register capabilities and co-located NFs in NRF.

Aggregate analytics data.

Expose collected data.
	NWDAF registers its capabilities in NRF (e.g. data collection, data storage, training, analytics generation).
	

	14
	Distributed (option A) or hierarchical (other options).
	Option A: NWDAF consumer aggregates Analytics.

Other options: Central NWDAF collects and aggregates Analytics from distributed NWDAFs.
	Aggregate Analytics (except option A).

	NWDAF registers its capabilities in NRF (except option A).
	NWDAF service consumer does Analytics aggregation (options A, F) or provides list of applicable distributed NWDAFs in request to Central NWDAF (options B and C).

	19
	Hierarchical.
	Central NWDAF collects and aggregates Analytics from distributed NWDAFs.
	Aggregate Analytics.

Support Analytics aggregation with dataset statistical properties and output strategy.
	
	NWDAF service consumers (if capable to aggregate multiple analytics outputs) may subscribe to multiple NWDAFs with baseline parameters.

	21
	Hierarchical.

Low layer NWDAFs are co-located with NF.
	Higher layer NWDAF collects pre-processed data from lower layer NWDAFs.
	NWDAF Profile includes NF ID when co-located with a NF.

Expose collected and pre-processed data on behalf of co-located NF.
	Add NF instance ID to NWDAF Profile in NRF.
	

	23
	Hierarchical.
	Central NWDAF collects data and/or analytics from distributed NWDAFs.
	Expose collected data.
	
	

	60
	Hierarchical.
	Central NWDAF collects and aggregates Analytics and related metadata from distributed NWDAFs.
	Aggregate Analytics using analytics metadata.

Expose analytics metadata.
	Register Aggregation and/or metadata exposure capability.
	

	69
	Distributed or hierarchical.

Disallows overlapping serving areas for distributed NWDAFs.
	Central NWDAF collects and aggregates Analytics from distributed NWDAFs.

Central NWDAF may collect data/analytics for non-latency sensitive use cases.
	Support 2-layer hierarchy.

Distr. NWDAF is close to data source, focuses on UPF, and may purge data/statistics if the subscription is terminated.
	Additional registration in UDM for UE related Analytics (registration includes UE IDs it is serving).

Enhanced Nudm_UECM procedure.
	NWDAF service consumer: discover NWDAF serving a UE.

PCF: Extend Npcf_AMPolicy Control and Npcf_SMPolicyControl.

SMF: Report the NWDAF serving the UE to the PCF.



From Ttable 7.2.2.2-1 and Ttable 7.2.2.2-2, the following observations are made:
-	Observation O1: Most solutions apply a hierarchical NWDAF architecture with at least 2 layers. Solutions #14 (option A) and #53 also describe an option allowing for a flat NWDAF architecture. 
-	Observation O2:  Most solutions support a dynamic NWDAF architecture. Solutions #16, #17, #18 support a static NWDAF hierarchy with a dynamic NWDAF to hierarchy mapping. Solutions #12, #14, #23, #53 explicitly mention about the possibility to do some pre-configuration of the NWDAF instances, e.g. based on operator's policy to serve a specific set of entities, while this is assumed to also be possible for other solutions.
-	Observation O3: Solutions #10, #11, #12, #14, #17, #19, #23, #24, #53, #60 describe collection and aggregation of Analytics Output from other NWDAFs. Solutions #10, #19 and #60 in addition describe the exchange of Aggregation metadata (e.g. Dataset statistical properties, output strategy, for mobility performance or time window) to support the aggregation of Analytics Output obtained from multiple distributed / lower layer NWDAFs.
-	Observation O4: In solutions #11, #12, #14 (except option A), #19, #23, # 60, a Central (or higher layer) NWDAF may aggregate analytics per analytics ID from Distributed (or lower layer) NWDAFs, each covering specific TAs from the area of interest for the NWDAF service consumer.
-	Observation O5: All solutions, except one option in solution #11, use existing NRF mechanisms to discover other NWDAFs. 
-	Observation 06: Solution#10 adds the possibility to per UE re-use existing data collection and Analytics Output already available in other NWDAFs in a dynamic NWDAF architecture with overlapping NWDAF serving areas.
-	Observation O7: Solutions #12, #14 (except option A), #21 and #60 propose to extend the NWDAF capabilities (e.g. analytics aggregation) registered in the NWDAF NF Profile in NRF to include the new NWDAF capabilities. Solution#11 and solution #23 propose to extend the NWDAF NF Profile in NRF to include the 5GC NF ID(s) that the NWDAF can serve.
-	Observation O8: Solutions #10, #12, #21 propose lower layer NWDAFs (i.e. Distributed NWDAFs) are close to data source or co-located with NFs. Other solutions do not preclude this requirement. 
-	Observation O9: Solution #16, describes a use case where the NWDAF service consumer contacts a lower layer NWDAF, while the procedure in solution #18, shows the case where the NWDAF service consumer contacts the top layer NWDAF. Solution #60 mentions that NF service consumer can be configured to give preference to a distributed NWDAF over a Central NWDAF or vice versa, in case multiple NWDAFs are returned by NRF.
-	Observation O10: Solution #17 mentions that "NRF will return the best matching NWDAF in the hierarchy that can support the requested Analytics". This implies a change to the existing NRF behaviour to determine "the best matching NWDAF" and to know and understand the NWDAF hierarchy.
7.2.2.3	Re-selection of NWDAF
Table 7.2.2.-3-1 lists solutions that concern with the re-selection of NWDAFs, e.g., in case of mobility. Those solutions assume a setup with multiple NWDAF instances, therefore are marked as related to Key Issue #2, while the solutions focus on NWDAF re-selection and context handover aspects, and therefore can be applied to any kind of NWDAF architecture. Main differences are in the services used for the re-selection and in which entity is triggering the re-selection and informing the service consumer.
[bookmark: _Hlk52550188]Table 7.2.2-.3-1: Solutions concerning re-selection of NWDAF
	Sol.
	Aspect covered
	Impact to NWDAF
	Impact to other NFs
	Additional notes

	10
	Without DCCF:
Re-selection of NWDAF triggered by AMF handover (clause 6.10.2.4).

With DCCF:
Re-selection of NWDAF is using knowledge in DCCF.
	Re-use request/response service operations to transfer UE related statistics
	Without DCCF:
Extend AMF services to inform target AMF about the NWDAF ID used by the source AMF for UE related Analytics.

Target AMF determines whether to keep source NWDAF instance or select new target NWDAF instance.

With DCCF:
Extend to inform DCCF on what UE related Analytics ID is used in which NWDAF.

Utilize knowledge DCCF has when switching NWDAFs.
	Without DCCF:
Source AMF (as NWDAF service consumer) determines and triggers NWDAF re-selection.

Target NWDAF requests UE related statistics from source NWDAF.

With DCCF:
DCCF has knowledge on what source NWDAF has been used for UE related Analytics IDs.

	26
	Re-selection of NWDAF.
	New service to:
- transfer subscription data 
- transfer analytics data and collected data
	NWDAF service consumer: support subscription renewal with new NWDAF instance.

New parameter for Notify message indicating reselection of NWDAF instance.
	Source NWDAF determines and triggers NWDAF re-location.

Source NWDAF informs the NWDAF service consumer about the new NWDAF ID that will serve the consumer.

	57
	Re-selection of NWDAF in case of UE mobility.
	New service to:
- transfer subscription data
- transfer analytics data and collected data
	NWDAF service consumer: support subscription renewal with new NWDAF instance.
	Source NWDAF triggers the re-location.

Target NWDAF informs the NWDAF service consumer about the handover.

	59
	Re-selection of NWDAF based on trigger or for handover preparation.
	Extend subscription service to:
- inform other NWDAF about analytics handover or prepared/canceled handover
- transfer subscription data
- transfer analytics data and collected data
	
	Source NWDAF determines and triggers the analytics handover or the prepared analytics handover.

Target NWDAF informs the NWDAF service consumer about the completed handover.



Solution #10, #26, #57 and #59 address the reselection aspect of KI #2 in the multiple NWDAF deployment scenario:  
-	Solution #10, clause 6.10.2.4: Handling of mixed and distributed NWDAF deployments
-	Solution #26: Reselection of NWDAF
-	Solution #57: Reselection of NWDAF due to mobility change
-	Solution #59: Analytics handover
Clause 6.10.2.4 in Solution #10 defines a set of procedures to support change of the serving NWDAF when the change of NWDAF is triggered by NF change. Whether a new NWDAF is required or the old serving NWDAF can be reused is decided by a target NF. When a new NWDAF is selected by a new target NF, the new selected NWDAF may retrieve analytics context information (e.g., analytics data and collected input data) from the old serving NWDAF using Nnwdaf_AnalyticsInfo service operations. The solution without DCCF also defines a procedure that supports updating NWDAF service consumers with information of a new NWDAF instance by extending Namf_Communication_UEContextTransfer. The new (target) serving NWDAF notifies the NWDAF service consumer about the relocation. 
Solution #57 defines a set of procedures to support change of the serving NWDAF instance when the change of NWDAF instance is triggered by the mobility of the UE. The serving NWDAF is informed of the UE mobility event by the old (source) AMF or a new (target) AMF, and decides the NWDAF reselection. The serving NWDAF may send analytics context information (e.g., stored analytics data and collected input data) to the new NWADF during the reselection procedure using a new Nnwdaf_AnalyticsRelocation service. The new (target) serving NWDAF notifies the NWDAF service consumer about the reselection. 
Solution #26 defines a procedure to support change of the serving NWDAF instance when the change of NWDAF instance is triggered by the old serving NWDAF. The old serving NWDAF may select a new NWDAF instance based on NF profile obtained from the NRF and the new serving NWDAF informs the consumer NF after the reselection is finished. The new selected NWDAF may retrieve analytics context information (e.g., analytics data and collected input data) from the old serving NWDAF using a new Nnwdaf_AnalyticsInfo service. 
Solution #59 defines a set of procedures to support change of the serving NWDAF when the change of NWDAF is triggered by the old serving NWDAF, as like in Solution #26. The old serving NWDAF may select a new NWDAF instance based on NF profile received from the NRF. In the procedure, the old serving NWDAF may send analytics context information (e.g., collected historic data and stored analytics) to selected NWDAFs with analytics context information using an extended Nnwdaf_AnalyticsSubscription service operation. The solution also defines the option that the old serving NWDAF may prepare for a reselection by sending analytics context information (e.g., collected historic data and stored analytics) to the potential candidate NWDAFs and select a final target NWDAF when the actual handover is triggered. The new (target) serving NWDAF notifies the NWDAF service consumer about the successful reselection.
All solutions have in common that analytics data and input data collected by the old serving NWDAF can be transferred from the old serving NWDAF to the new target NWDAF. Solution #10 and #57 are handling the scenario that the serving NWDAF is changed due to change of the consumer NF which again is triggered by UE mobility. Solution #26 is handling the scenarios that the serving NWDAF is changed by the reselection of NWDAF instances to support, e.g., offloading, load balancing and network resource configuration. Solution #59 is addressing both cases. In solutions #10, #26, #57, #59 the NWDAF service consumer is informed by the target NWDAF, which is inline with AMF relocation procedures as specified in Release-16.

7.2.2.4	Specific aspects of NWDAF interactions
Table 7.2.2-.4-1 lists solutions describing another specific aspect of NWDAF interactions and can be realized in both distributed and hierarchical NWDAF deployments. Solutions in this table should be evaluated based on the specific aspect that they are addressing.
Table 7.2.2-.4-1: Solutions on specific aspects of NWDAF interactions
	Sol.
	Aspect described in solution
	Impact to NWDAF
	Impact to other NFs

	13
	Time coordination.
	Include revised waiting time in error response
	

	20
	Abnormal behaviour Analytics interactions.
	Provide observed time window for abnormal behavior.

Obtain abnormal UE list and related analytics.

Determine when abnormal situation occurs and when it is resolved.

Train a new model and generate new Analytics in case of abnormal behavior situation.
	

	25
	UE mobility analytics exposure.
	Store UE mobility analytics for certain time, e.g. 2 weeks.
See NOTE.
	See NOTE.

	24
	Federated Learning.
	Federated Learning, incl. determining and distributing the initial Federated Learning parameters.

Expose/collect and aggregate ML model and local ML model information to perform Federated Learning among the NWDAFs.
	NRF: Register NWDAF capability to support Federated Learning.

	56
	Trained ML model sharing.
	Expose/receive trained model/parameters.

NWDAF Profile in NRF includes provided ML models.
	

	NOTE:	The solution does not provide an Impacts clause.



[bookmark: _Toc54779791][bookmark: _Toc54786751]Solutions #24 proposes an NWDAF distributed in an area to share its machine learning (ML) model or ML model parameters with other NWDAFs via Federated Learning. It is difficult to centralize all the raw data that are distributed in different areas, such as data privacy and security, however, Federated Learning could handle these issues, in which there is no need for raw data transferring. 
The solution could be used to define the Client/Server NWDAF Federated Learning capability registration and discovery, the Federated Learning concept/architecture definition. The proposed licensing mechanism is unclear and requires more work before it can be considered for the normative work. 
While, the services and its parameters of ML model provisioning or ML model update between the Server NWDAF and the Client NWDAF during the Federated Learning model training procedure that can realize the ML model or ML model parameters sharing between multiple NWDAF instances in phase of FL initialization and FL iteration, are up to the conclusion of the Key Issue #19. 
Solutions #56 assumes a setup with multiple NWDAF instances, therefore is marked as related to Key Issue #2, while the solution is mainly covering aspects related to model sharing for trained ML models and can be applied to any kind of multiple NWDAF deployment. The solutions should be discussed in detail as part of evaluation on Key Issue #19, and therefore is skipped in this evaluation on Key Issue #2 related aspects.
7.2.3	Exposing UE mobility analytics for multiple NWDAFs case
Solutions #25 proposes a solution of exposing UE mobility analytics for multiple NWDAFs. To obtain UE mobility analytics in Source Area of Interest and Target Area of Interest in target period, the NWDAF serving Source Area of Interest could trigger procedure to the NWDAF serving Target Area of Interest to figure out the SUPI list and their related mobility analytics, who once stayed in Target Area of Interest in target period.
[bookmark: _Toc54770438][bookmark: _Toc54779792][bookmark: _Toc54786752]7.2.4	Specific aspects of NWDAF interactions
Solutions #13 and #19 Solutions agreed focusing on parameter coordination across multiple NWDAFs. Below observations can be made about those solutions:

-	Sol #13: Time Coordination for Multiple NWDAFs
-	Sol #19: Solution #19: Multiple NWDAFs interactions for analytics consumption and composition related to large areas
Below observations can be made about above solutions:
-	Sol#13: aA tight relation may exist on an action taken by a NWDAF service consumer and the timing of analytics collected from multiple NWDAFs (e.g. in order to adopt a correct AM/ SM policy)
-	Without time coordination between multiple NWDAFs, an un-intended outcome policy may be adopted for a given a NWDAF service consumer due to consuming data analytics from each NWDAF independently.
-	Sol#13It is compatible with both distributed and hierarchical NWDAF architecture.
-	The main impact is on error response from each NWDAF to include revised waiting time.
Sol #19: Multiple NWDAFs interactions for analytics consumption and composition related to large areas
-	NWDAFs are configured with the baseline parameters allowed per type of analytics type (i.e. analytics IDs); 
-	Baseline parameters are divided into two classes: dataset statistical properties that defines requirements for the selection and preparation of the collected data; and output strategy. 
-	NWDAF may use the dataset statistical properties information in order to influence the data selection mechanisms to be used for the generation of an analytics IDs, assuring that the generated analytics ID reflects the statistical characteristics of the data that are relevant for the consumer in all different NWDAFs; 
-	Consumers indicate the output strategy to coordinate the multiple NWDAFs under the following criteria: if preferred level of accuracy is more important than providing an output, the binary strategy shall be used by the consumer NF in the request to guarantee that all analytics outputs have equivalent confidence in the prediction; if having an analytics output is more important than reaching the preferred level of accuracy, then the consumer should use the gradient output strategy to guarantee that each NWDAF will timely provide the output indicating the level of accuracy at the moment of the output generation. 
-	Sol#19 is compatible with both distributed and hierarchical NWDAF architecture.
[bookmark: _Toc54770439][bookmark: _Toc54779793][bookmark: _Toc54786753]7.2.5	Reselection of NWDAF
Solution #10, #26, #57 and #59 address the reselection aspect of KI #2 in the multiple NWDAF deployment scenario:  
-	Solution #10, clause 6.10.2.4: Handling of mixed and distributed NWDAF deployments
-	Solution #26: Reselection of NWDAF
-	Solution #57: Reselection of NWDAF due to mobility change
-	Solution #59: Analytics handover
Clause 6.10.2.4 in Solution #10 defines a set of procedures to support change of the serving NWDAF when the change of NWDAF is triggered by NF change. Whether a new NWDAF is required or the old serving NWDAF can be reused is decided by a target NF. When a new NWDAF is selected by a new target NF, the new selected NWDAF may retrieve analytics context information (e.g., analytics data and collected input data) from the old serving NWDAF using Nnwdaf_AnalyticsInfo service operations. The solution without DCCF also defines a procedure that supports updating NWDAF service consumers with information of a new NWDAF instance by extending Namf_Communication_UEContextTransfer. The new (target) serving NWDAF notifies the NWDAF service consumer about the relocation. 
Solution #57 defines a set of procedures to support change of the serving NWDAF instance when the change of NWDAF instance is triggered by the mobility of the UE. The serving NWDAF is informed of the UE mobility event by the old (source) AMF or a new (target) AMF, and decides the NWDAF reselection. The serving NWDAF may send analytics context information (e.g., stored analytics data and collected input data) to the new NWADF during the reselection procedure using a new Nnwdaf_AnalyticsRelocation service. The new (target) serving NWDAF notifies the NWDAF service consumer about the reselection. 
Solution #26 defines a procedure to support change of the serving NWDAF instance when the change of NWDAF instance is triggered by the old serving NWDAF. The old serving NWDAF may select a new NWDAF instance based on NF profile obtained from the NRF and the new serving NWDAF informs the consumer NF after the reselection is finished. The new selected NWDAF may retrieve analytics context information (e.g., analytics data and collected input data) from the old serving NWDAF using a new Nnwdaf_AnalyticsInfo service. 
Solution #59 defines a set of procedures to support change of the serving NWDAF when the change of NWDAF is triggered by the old serving NWDAF, as like in Solution #26. The old serving NWDAF may select a new NWDAF instance based on NF profile received from the NRF. In the procedure, the old serving NWDAF may send analytics context information (e.g., collected historic data and stored analytics) to selected NWDAFs with analytics context information using an extended Nnwdaf_AnalyticsSubscription service operation. The solution also defines the option that the old serving NWDAF may prepare for a reselection by sending analytics context information (e.g., collected historic data and stored analytics) to the potential candidate NWDAFs and select a final target NWDAF when the actual handover is triggered. The new (target) serving NWDAF notifies the NWDAF service consumer about the successful reselection.
All solutions have in common that analytics data and input data collected by the old serving NWDAF can be transferred from the old serving NWDAF to the new target NWDAF. Solution #10 and #57 are handling the scenario that the serving NWDAF is changed due to change of the consumer NF which again is triggered by UE mobility. Solution #26 is handling the scenarios that the serving NWDAF is changed by the reselection of NWDAF instances to support, e.g., offloading, load balancing and network resource configuration. Solution #59 is addressing both cases. In solutions #10, #26, #57, #59 the NWDAF service consumer is informed by the target NWDAF, which is inline with AMF relocation procedures as specified in Release-16.

*** Change 2 ***
[bookmark: _Toc54770457][bookmark: _Toc54779810][bookmark: _Toc54786770]8.2	Key Issue #2: Multiple NWDAF instances
[bookmark: _Toc54770458][bookmark: _Toc54779811][bookmark: _Toc54786771]8.2.1	Hierarchical Multiple NWDAF architecture and Analytics aggregation (category #1)
A single option in normative phase is preferred. Solutions or parts of solutions described in evaluation clause 7.2.2.2 shall be used to create one option with possible multiple deployment variants. The following principles are proposed for the normative work on "Multiple NWDAF interactions in hierarchical NWDAF architecture" and "Analytics aggregation  in hierarchical NWDAF architecture": 
a)	NWDAF architecture should allow for a hierarchy with flexible number of layers.
b)	Extend the NWDAF Profile in NRF to support registering NWDAF capabilities and information such that the NWDAF service consumer can select the preferred NWDAF in case multiple NWDAFs are returned based on its implemented selection criteria and registered capabilities and information in NRF. 
c)	Specify the capability for certain NWDAFs to support the aggregation of Analytics (per analytics ID) from other NWDAFs.
d)	Support the exchange of analytics metadata between NWDAFs when required for the aggregation of Output Analytics.
e)	NWDAFs use the discovery mechanism from NRF as defined in clause 6.3.13, TS 23.501 [2] to identify other NWDAFs with certain capabilities (e.g. Analytics aggregation), covering certain area of interest (e.g. providing data / analytics for specific TAI(s)).
f)	Avoid changes on the NWDAF service consumer (other than another NWDAF) beyond the change in principle b).
g)	Maintain the NRF behaviour of Rel-16, e.g., do not change the discovery mechanism provided by NRF.
h)	NWDAFs can be co-located with a specific set of NFs within 5GC, whereby the NWDAFs may collect data from that set of NFs or generate analytics based on input data coming from that set of NFs. In this case, registration and discovery mechanisms are the same as in bullet items #b and #e.
[bookmark: _Toc54770459][bookmark: _Toc54779812][bookmark: _Toc54786772]8.2.2	Re-selection of NWDAF (category #2)
The following principles are proposed for the normative work on "Re-selection of NWDAF" based on the evaluation in clause 7.2.2.3:
a)	Extend or re-use existing Release-16 service operations, i.e. do not introduce new AnalyticsRelocation service.
b)	Support different triggers conditions for the NWDAF re-selection corresponding to UE mobility, load balancing, etc.
c)	Support the handover of analytics subscriptions between NWDAFs.
d)	Support the transfer of analytics context:
-	In case NWDAF re-selection is initiated by the source NWDAF, the analytics context is transferred from the source NWDAF to the target NWDAF in a Nnwdaf_AnalyticsSubscription_Subscribe request service. In this case, the NF consuming the NWDAF Analytics is not changed.
Editor's note:	It is still to be decided if information shall be pushed via Nnwdaf_AnalyticsSubscription_Subscribe request message or re-use existing Rel-16 mechanism via a pull from target NWDAF
-	In case NWDAF re-selection is initiated by the target consumer NF due to a change of the consumer NF, the analytics context is requested by the target NWDAF from the source NWDAF and the analytics context is transferred to the target NWDAF in a Nnwdaf_AnalyticsInfo_Request response service.
e)	Analytics context may include the following information:
-	Information related to entities that are subscribed to receive analytics.
-	Historical data available at the source NWDAF and related to the Analytics to be handed over to the target NWDAF (including not only the raw data collected from the data source(s), but also "analytics metadata" such as the time period of the collected data, information about the data source(s), etc.).
-	Pending Analytics (i.e. not yet notified to the consumer) or historical Analytics Output information – if available at the source NWDAF.
Editor's note:	Bullet 2 above depends on decisions on if and how Data collection from NWDAF shall be done.
f)	If no change of Analytics consumer is performed, the target NWDAF notifies the NWDAF service consumer about the re-location. If change of Analytics consumer is performed no notification is needed.
g)	Support the prepared analytics handover to inform target NWDAF(s) about a potential analytics handover, so that the target NWDAF(s) may prepare to take over those Analytics subscriptions from the source NWDAF.
Editor's note:	Whether prepared analytics handover will be progressed in the normative phase is FFS.
[bookmark: _Toc54770460][bookmark: _Toc54779813][bookmark: _Toc54786773]8.2.3	Specific aspects of NWDAF interactions
As an interim conclusion below recommendations are proposed to be adopted for normative phase based on the evaluation in clause 7.2.2.4:
-	The error response to "time when analytics are needed" parameter (clause 6.1.3, TS 23. 288 [5]) is revised such that when each NWDAF sends an error response to the NWDAF Service Consumer, it may include a revised waiting time.
-	The dataset statistical properties and output strategy parameters shall be used by consumers of NWDAF services when multiple NWDAFs are involved in the generation of single analytics output in order to prevent un-intended outcomes due to consuming data analytics from each NWDAF independently. 
*** End Change ***
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